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Introduction

The goal of this thesis is to investigate how spatial heterogeneity affects the
dynamics and structure of ecological communities. To do this I have developed
and analyzed a collection of mathematical models of single and competing species
in heterogeneous landscapes. I have focused on primary producers, both plants
(Chapters 1-3, 5) and phytoplankton (Chapters 4). Chapters 1, 2 and 5 use patch
models to examine how plants may coexist in spatial habitats. These models are
inspired by prairie plants, but are suffiently abstract to be more generally applicable.
Chapter 3 investigates the causes and consequences of spatial pattern formation in
semiarid vegetation. Chapter 4 considers the vertical distribution of phytoplankton
in lakes and oceans when competing for light and nutrients.

In this introduction, [ outline what spatial heterogeneity is, why it can be im-
portant to consider in order to understand ecological communities, and how theo-
reticians have included spatial heterogeneity in their models. [ then consider three

unifying themes that connect the different systems I have investigated.

What is Spatial Heterogeneity?

Spatial heterogeneity refers to the uneven distribution of organisms, resources,
and physical factors across an area of interest. Whether a system is seen as het-
erogenous or homogeneous depends on the perspective of the observer. Climate
is homogeneous across a field while it is heterogeneous across a continent; vegeta-
tion sampled and averaged over 10 m? quadrats will seem more homogeneous than
the same vegetation sampled and averaged over 0.1 m*® quadrats. Thus the degree
of heterogeneity is scale-dependent. This scale-dependence affects not only human
observers but also the organisms that inhabit and experience the landscape.

Two types of spatial heterogeneity can be distinguished based on their origin.
Ezogenous heterogeneity refers to spatial variation outside the influence of organ-
isms; endogenous heterogeneity arises from the impact of organisms on the abiotic
environment and each other. This distinction is straightforward in models: exoge-
nous heterogeneity is encoded in spatially-varying parameters, forcing functions, or
boundary conditions and endogenous heterogeneity arises from biotic interactions.
The difference between exogenous and endogenous heterogeneity is less clear in real

ecosystems. Whether the deposition of a patch of nutrient-rich urine by a passing



INTRODUCTION

herbivore is considered exogenous or endogenous depends on whether one is studying

plant competition or plant-herbivore interactions and nutrient cycling.

Why Do Spatial Ecology?

Even casual observers can see that ecological communities are spatially het-
erogeneous. So why do theoreticians (among the most casual observers of natural
ecosystems) usually ignore this variability and assume well-mixed spatially homo-
geneous conditions in their models? Because ignoring spatial heterogeneity greatly
simplifies the mathematical and computational analysis of ecological models; incor-
porating spatial heterogeneity can make an easy problem hard and a hard problem
impossible. Ecosystems are sufficiently complex to justify the exclusion of most of
the “reality” of natural systems in theoretical models in order to understand the
model. This process of abstraction is at the heart of model building in ecology
(Levins 1966).

Given the difficulties involved, there are two reasons to incorporate space in
ecological models: 1) spatial models may reach different conclusions than nonspatial
models, and 2) some questions are intrinsically spatial and cannot be answered with
a nonspatial model. The differences in conclusions reached by spatial and nonspatial
models can be quantitative or qualitative. Pacala and Deutschman (1995) found that
a nonspatial model of forest succession underestimates standing biomass by 50%
compared to the corresponding spatial model and field observations. Nonspatial
models of competition for one resource imply the exclusion of all but one species
(Levin 1970), while spatial models of competition allow an unlimited number of
species to coexist (Tilman 1994). Similarly, nonspatial models of host-parasitoid
systems predict diverging oscillations leading to the extinction of both species while
spatial variants allow the persistence of both species (Hassell et al. 1991). Examples
of intrinsically spatial problems include determining how fast an invasive species
will spread across the landscape (Skellam 1951), predicting how habitat loss will
affect species persistence (Tilman et al. 1994), and understanding mechanisms of

endogenous spatial pattern formation (Segel and Jackson 1972).
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How to Do Spatial Ecology?

Many different approaches have been used to incorporate spatial variability in
ecological models. Models can be stochastic or deterministic, continuous- or discrete-
time. They can treat space explicitly, keeping track of actual locations in one-, two-,
or three-dimensional coordinate systems, or implicitly, following only the percent
cover of different species across the landscape. Explicitly spatial models can either
treat space as continuous or discrete. Finally, different models measure species
using different currencies: the number of individuals (the population approach), the
proportion of habitat patches occupied (the metapopulation approach), or biomass
(the ecosystem approach). No one method is superior and each approach has its
own strengths and limitations and different scales of utility. Furthermore, there are
close connections between approaches such that a simpler approach is often attained
as a limiting case of a more complex method. The choice of modelling approach
depends on the questions the model is being used to answer and on the training and

predisposition of the modeller.

Population approach

In this approach, the number of individuals of each species is followed through
time. The lowest level model formulations are spatial stochastic processes such as
interacting particle systems and point processes. In these models, individuals oc-
cupy sites on a regular lattice (interacting particle systems) or points in continuous
space (point processes), making them explicitly spatial. Individuals reproduce, in-
teract, move, and die at rates which can depend on the local density of con- and
heterospecifics within specified neighborhoods. Due to short range interactions and
dispersal, local clumping or overdispersion can arise; thus the distribution of indi-
viduals is described not only by the mean density but also depends on the variance
and covariance between species, and on higher order moments. Since organisms
experience only their local neighborhood, these small-scale correlations can affect
the rate at which events occur and therefore feed back into the overall dynamics.
Rigorous mathematical results for spatial stochastic models are quite difficult to
obtain. These stochastic models are easy to simulate, but in practice these simu-
lations can be computationally time-consuming and potentially misleading due to

slow dynamics and finite system size effects.
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It is the presence of small-scale correlations which makes the analysis of stochas-
tic models so difficult. The simplest way to overcome these difficulties is to ignore
the correlations and follow the dynamics of the mean densities only (Durrett and
Levin 1994a). This mean field approzimation often becomes increasingly accurate
as the number of sites in the dispersal neighborhood increases and exact for global
dispersal. Mean field models are ordinary differential equations and are implicitly
spatial because they do not account for the location of individuals. Pair approzima-
tion (Sato et al. 1994) and moment approzimation (Bolker and Pacala 1997) retain
some information about local correlations but this extra information comes with the
cost of much more complicated model equations. Furthermore these approximations
do not always work well or at all; they tend to work best when neighborhoods are
fairly large and functional forms must be polynomial.

Two other types of models can be reached as limiting cases of individual based
stochastic models. Reaction-diffusion equations are obtained rigorously in the limit
of fast stirring of interacting particle systems (Durrett and Neuhauser 1994). They
can also be derived as simple extensions of traditional nonspatial models, but caution
must be exercised to arrive at appropriate equations (Aronson 1985, Durrett and
Levin 1994a). Integrodifferential equations arise in the limit of long-range dispersal
(Swindle 1990). Both reaction-diffusion and integrodifferential equations neglect
small-scale heterogeneity due to local interactions but can incorporate large-scale
heterogeneity, both exogenous and endogenous. Both types of equations (especially
reaction-diffusion equations) have been extensively studied mathematically (Okubo
1980, Murray 1989).

Metapopulation approach

For many species, suitable habitat is distributed across the landscape in discrete
patches, each potentially supporting a local population. A collection of such local
populations is called a metapopulation (Levins 1969). One approach to modelling
metapopulations keeps track of the population density within patches (Bascompte
and Solé 1994). A simpler approach considers only the occupancy of patches, ignor-
ing the within patch dynamics but allowing for stochastic extinction of populations
and colonization of empty patches. Assuming an infinite number of identical patches
with global dispersal results in mean field models as described above. To provide

a more realistic description of actual patch networks, Hanski (1994) introduced the
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incidence function approach. These are stochastic models that account for the areas
and distances between patches. These models are difficult to analyze mathemati-
cally but can be empirically parameterized and used to model the dynamics of real

metapopulations (Hanski ef al. 1996).

Ecosystem approach

In this approach, organisms are measured not by numbers of individuals, but
by biomass or nutrient content. These models are often reaction-transport equa-
tions such as reaction-diffusion and reaction-diffusion-advection equations. Treat-
ing biomass and nutrients as state variables eliminates the subtleties of demography
and makes connection with stochastic models difficult, but allows the resources that
limit growth to be explicitly modelled. Inclusion of resources may seem to make
these models more complex but this can actually make these models easier to ana-
lyze mathematically. Intra- and interspecific interactions occur exclusively through
the resources so fewer interaction terms exist and the equations for species biomass
can be linear in biomass, leading to R* rules for competition (Tilman 1982). These
models can easily incorporate physical and chemical factors so they are well-suited
to bridging the gap between ecology and other earth science disciplines.

This approach may be especially useful for studying the dynamics of primary
producers. Plants are modular and show great plasticity in size (Harper 1977):
plants are not as discrete as they are often considered. Most population models of
plants ignore this plasticity and treat all individuals as identical. If there is spatial
variability in the density of individuals, population models would predict variability
in the density dependence experienced across the habitat; compensatory growth
could eliminate much of this variability. Thus for common plants, biomass may be
a better measure of the abundance of a species. A population approach may be
more appropriate for rare plants which face demographic problems. Many animals
are much less variable in size as adults; for them relating population and ecosystem

models is a simple matter of multiplying individuals into biomass.

Recurring Themes
In the following sections I discuss three themes which connect different subsets

of the chapters of this thesis.
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Competition, Coexistence, Diversity

Understanding the origin of the diversity of natural communities is one of the
outstanding problems of community ecology. Hutchinson posed his paradox of the
plankton because the coexistence of competing species in nature contradicted the
models of his time, which predicted no more species than resources (Hutchinson
1961). Many solutions to the paradox of the plankton have been shown to allow
competitors to coexist; all invoke spatial heterogeneity, temporal heterogeneity, or
higher trophic levels (Tilman 1982). Today the interesting questions are how many
species different mechanisms can suppc ¢, what trade-offs between traits are required
for coexistence, what factors limit the number of species, and how communities
maintained by different mechanisms respond to global change.

In Chapters 1 and 2, I investigate two complementary approaches to competition
in patchy environments: Chapter 1 considers strong competition where species can-
not coexist within patches and Chapter 2 considers weak competition where species
can coexist within patches. Chapter 1’s analysis of competition directly follows
Tilman (1994), who showed that because vacant patches always exist, a sufficiently
weedy species can always invade a community. Because poorer competitors do not
affect better competitors in this model, an unlimited number of competitors can co-
exist if they show the appropriate competition-colonization trade-off. In contrast, in
Chapter 2, I show that species that compete weakly can coexist regionally without
this trade-off. These two models provide endpoints for a general model of competing
species. In the strongly competitive situation metapopulation processes can change
competitive exclusion into coexistence, whereas in the weakly competitive situation
metapopulation processes can change coexistence into competitive exclusion.

In Chapter 5, [ examine the influence of exogenous spatial heterogeneity in which
there is a one-dimensional gradient of patch types and each species has an optimal
patch type. When all species have the same colonization rate an infinite number
of species can coexist. Moreover the distribution of species is continuous: there is
no evolutionary limit to similarity. Higher colonization rates allow a wider range of
species strategies. When a competition-colonization trade-off is also included in the
model, both mechanisms operate to promote coexistence.

In Chapter 4, we look at the effect of spatial heterogeneity in light on the
competition and coexistence of phytoplankton. Huisman and Weissing (1994, 1995)
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have studied competition for light and nutrients in well-mixed water columns under
constant light. In these models only one or two species can coexist even though a
gradient in irradiance is unavoidable. In contrast, we show in Chapter 4 that an
infinite number of species showing a light-nutrient competitive ability trade-off can
coexist in unmixed water columns if they can effectively regulate their depth.
Each of the mechanisms of trade-offs considered above can allow species to
coexist. Which are more likely to explain much of the diversity found in nature?
Differentiation along a gradient of patch types is a robust mechanism: it allows for a
continuous range of an infinite number of species in both a patch model (Chapter 5)
and a model of phytoplankton competing for nutrients and light (Chapter 4). The
competition-colonization trade-off (Tilman 1994, Chapter 1) also allows a continuous
range of species as an ESS, but this continuum breaks into fewer discrete species

when poorer competitors affect better competitors (Lehman 1999).

Habitat Destruction

Habitat destruction is a leading cause of species extinction (Ehrlich and Ehrlich
1981). An important question is what traits make some species more vulnerable to
extinction than others. It is commonly assumed that rare, poor competitors will be
at greatest risk of extinction due to habitat loss. Nee and May (1992) used a patch
model of two strongly competing species with a competition-colonization trade-off
to show that the better competitor (poorer colonist) goes extinct first. Tilman et
al. (1994, 1997) extended this model to N species and showed that the poorest
competitor (best colonist) goes extinct last and that the best competitor (poorest
colonist) may go extinct first. These results are surprising since the best competitor
can be the most abundant species yet still face the greatest risk of extinction. In
Chapter 1, I clarify when the best competitor will go extinct first in communities of
three or more species.

The patch models used in these papers have two possible interpretations: each
patch can be thought of as holding an individual plant (a population approach) or
a local population (a metapopulation approach) (Tilman 1994). If the patch-as-
individual interpretation is taken and if chunks of destroyed and remnant habitat
are large relative to the mean dispersal distance of most plants, then an explicitly
spatial model should be used. I do this in Chapter 1, looking at how large a piece

of remnant habitat is required for species to persist. I find that no species goes
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extinct until the size of the remnant habitat is on the order of the mean dispersal
distance. Since this is so small, [ infer that other effects of fragmentation probably
affect species persistence in patches before loss of seeds to destroyed habitat matters
much. Tilman et al. (1994, 1997) found similar results using spatial simulations and
Neuhauser (1997) proved similar results for a stochastic model.

If the patch-as-population interpretation is taken, then an implicitly spatial
model may be used. At this scale, however, species often coexist within patches: this
is weak competition. I explore the implications of habitat loss on weakly competitive
metapopulations in Chapter 2. It is not surprising that between two species the most
prone to extinction is the poorer colonist. Since a competition-colonization trade-
off is not required for regional coexistence and a poor competitor may often be a
poor colonist, rare poor competitors are often at the greatest risk of extinction.
In communities of three or more species, no clear predictions emerge; the poorest
colonist is not necessarily the first to go extinct as habitat loss increases.

These two chapters help put Nee and May and Tilman et al.’s surprising findings
in perspective. Good competitors will be most prone to extinction when they exclude
other species within patches or when patches are very small. When populations can
coexist within patches and patches are larger than the mean dispersal distance,
habitat loss will have little effect on good competitors.

Because the impact of habitat loss on species persistence depends on how com-
munities are structured, I have investigated two other cases. In Chapter 2, I use
a metapopulation model of two facultative mutualists to find that the simultane-
ous catastrophic extinction of both species is a likely outcome of habitat loss. In
Chapter 5, I look at competitive communities in which species coexist due to ex-
ogenous heterogeneity. Here, habitat loss first causes the extinction of rare species

that specialize on rare or extreme patch types.

Pattern Formation

Pattern formation refers to the endogenous generation of spatial heterogeneity
by organismal interactions. These patterns may be regular, irregular, or singular.
Examples of regular patterns include tiger bush, vegetation stripes alternating with
bare soil found on hillsides in semiarid regions (White 1971); strings and flarks,
stripes of peat alternating with pools of water found in boreal peatlands (Foster

et al. 1983); and fir regeneration waves, striped patterns of wind-induced dieback
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found in Abies forests in the northeastern United States (Sprugel 1976) and Japan
(Sato and Iwasa 1993). In his classic address to the British Ecological Society, Watt
gave seven examples of endogenous irregular patterns in plant communities such as
bracken and grass-heaths (Watt 1947). Another example are the irregular mosaics
found on flat ground in semiarid vegetation (Belsky 1986). An example of a singular
pattern is thin layers of phytoplankton (Lindholm 1992).

Theoretical explanations of endogenous origin of regular patterns trace back
to Turing (1952) who considered two reacting chemicals, an activator and an in-
hibitor. He showed that the spatially homogeneous distribution of chemicals could
be destabilized by the diffusion of both chemicals, leading to the formation of regular
variation in concentration (a Turing instability). Early attempts to apply this theory
to ecological interactions found the possibility of pattern formation in predator-prey
models but no close correspondence with any real system (Segel and Jackson 1970,
Okubo 1980).

One dynamic explanation of irregular mosaics is spatial chaos (Cross and Ho-
henberg 1993, May 1994). This can occur when systems that show limit cycle or
chaotic dynamics in a nonspatial context are linked by diffusion in a spatial habi-
tat but fail to synchronize. These systems oscillate irregularly both in time and
space. Another theoretical explanation of irregular mosaics is clumping from local
dispersal and clustering from competitive interactions in stochastic models (Dur-
rett and Levin 1994b). Finally, ecological dynamics can amplify slight exogenous
heterogeneity into striking variation in biomass (Sasaki 1997).

Another potential endogenous source of spatial heterogeneity is directed move-
ment (Murray 1989). Organisms move in response to chemical and physical gra-
dients and in response to the density of other organisms. Chemotaxis, conspecific
attraction and heterospecific repulsion can all lead to a nonuniform distribution of
organisms.

Several chapters of this thesis contribute to our understanding of endogenous
pattern formation in ecological systems. In Chapter 3, I show that the regular
patterns found in semiarid vegetation can be explained by the interplay between
plant growth and water dynamics. Mathematically, pattern formation results from
a diffusive-advective instability between a population and an abiotic resource (wa-

ter). This contrasts with the stereotypical Turing instability involving two diffusing
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biological species, but similar mechanisms may be common in ecological systems.
For example, both strings and flarks and fir regeneration waves are oriented perpen-
dicular to a directional abiotic factor (water flow and wind direction).

In Chapter 3, I also investigate the origin of the irregular mosaics found on
flat ground in semiarid systems. Spatial chaos occurs in this model but is rejected
as an explanation for these mosaics for two reasons: it occurs for biologically im-
plausible parameter values and real mosaics are stable and do not oscillate in time
(Belsky 1986). Instead, I found that plant and water dynamics amplify slight ex-
ogenous heterogeneity in topography into large amplitude variation in biomass. As
another example of the amplification of underlying variability by biotic interactions,
in Chapter 3, [ show that competition can greatly restrict the distribution of species
across a heterogeneous landscape even though all species can persist in all types of
patches.

In Chapter 4, I show that phytoplankton that can overcome turbulent mixing
with directed movement can be found in concentrated layers on the surface, on the
bottom, or within the water column. These layers can form even though the empty
water column may have a spatially homogeneous distribution of light and nutrients
such that phytoplankton could grow at any depth. This illustrates how biological
processes interact with the physical structure of the environment to determine the

distribution of biomass and resources across the habitat.
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Chapter 1
EXTINCTION IN MULTISPECIES AND SPATIALLY EXPLICIT MODELS
OF HABITAT DESTRUCTION

1. Introduction

Loss of habitat due to human activities is a major threat to biological diversity
(Ehrlich and Ehrlich 1981, Wilson 1986). Recent models of competition among
sessile organisms predict that as habitat is destroyed, the species that are first to go
extinct will be those that are the superior competitors (Nee and May 1992, Tilman et
al. 1994, 1997). In these models, competition occurs among individuals for suitable
sites that can be occupied by at most one individual. Species are ordered in a strict
competitive hierarchy. If a propagule lands in a site occupied by an individual of
a species lower in the hierarchy, it immediately replaces the inferior competitor. In
order to allow coexistence of many species, these models assume a trade-off between
competitive and colonization abilities, with those species higher on the competitive
hierarchy assumed to be less able to make propagules to colonize sites that are empty
or occupied by an inferior competitor. This trade-off allows coexistence, because the
inferior competitors can survive as fugitive species.

The result that habitat destruction can lead to the extinction of the best com-
petitor is a consequence of the assumed trade-off between competitive and coloniza-
tion ability. Habitat destruction occurs through the loss of habitable sites, thereby
decreasing the effective colonization rate of all species. This loss is felt dispropor-
tionately heavily by the poorest colonizers (the best competitors). With habitat
destruction, the reduction in the effective colonization rate of superior competitors
makes them incapable of persisting. Stated more directly, the conclusion of these
models is that habitat destruction leads to the extinction first of the poor colonizers.

Here, I investigate two assumptions of these models. First, by relaxing Tilman
et al. ’s assumptions about the colonization rates of successive species in the com-
petitive hierarchy, I show that in fact the best competitors may not be the first to go
extinct during habitat destruction. Moreover, as habitat destruction proceeds, some
species may be driven extinct only to re-establish in the community following more

extensive habitat destruction that drives more competitive species extinct. Thus,
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the models of Tilman et al. and others allow a much richer collection of results than
initially suspected.

Second, Tilman et al. ’s analytical model does not account for the spatial lo-
cation of sites on the landscape; dispersing propagules are equally likely to land in
any site in the universe of habitat. Here, I investigate the consequences of spatial
structure by analyzing the simple case in which dispersing propagules are more likely
to land in sites closer to their source. In this case, dispersal of propagules depends
on both the number of propagules produced and the distance which they travel
from their source. In contrast, spatially implicit models characterize the coloniza-
tion ability of species only by the number of propagules produced, because dispersal
distance is effectively infinite. For the spatially explicit case, I assume that habitat
destruction reduces the total size of contiguous habitat but does not fragment the
area of suitable habitat. I show that when there is a trade-off between the number
of propagules produced and competitive abilities, the consequence of habitat de-
struction is similar to that exhibited by the spatially implicit model: although the
best competitor may go extinct first with the reduction in the size of the area of
suitable habitat, this is not necessarily the case. Furthermore, even though greater
production of propagules increases the persistence of a species, greater dispersal
distance decreases the persistence of a species. Therefore, these two components of

colonization have opposite effects on persistence.

2. The Spatially Implicit Model

Consider a large collection of sites, each of which can be permanently destroyed,
empty. or inhabited by an individual of species i, where i is between 1 and N.
Individuals of species ¢ produce propagules at rate ¢; (called the colonization rate)
and individuals of all species die at rate m. In the spatiaily implicit model, dispersal
is assumed to be uniform over the habitat. If the site where a propagule lands is
empty but not destroyed, the site is successfully colonized by an individual of species
t. Furthermore, following others (Hastings 1980, Nee and May 1992, Tilman et al.
1994, 1997), the species are ordered by their competitive ability: if a propagule of
species i lands on a site occupied by an individual of species j, it instantly displaces
the current resident if ¢ < j and fails to colonize the site if ¢ > j . In this paper
competitive ability refers to the ability of a species to win a given site and does

not refer to the overall proportion of sites occupied by that species. With these

-
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assumptions, the proportion of sites occupied by species i, p; , is determined by the
mean-field equation
dp; i i—1
1
- cipi(l = D — J'lej) —mpi — Z:lcjpipj
= ]:

[successful colonization] E:nsity-independent ] [displacement by ]

superior competitors
(1)

where D is the proportion of destroyed sites (Nee and May 1992, Tilman et al.

of available sites ortality

1994, 1997). Note that equations (1) are appropriate as a model of competition in
metapopulations and are not limited to the individual-based interpretation taken
here.

To coexist in the community with no habitat destruction, inferior competitors
must produce more propagules than superior competitors. The criteria for species
1 through : to coexist when D = 0 are

C’.’C4---Ci—l)2
———)m
€163 ... Ci—2
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Nee and May (1992) analyzed equations (1) for two species and found that
species 1, the superior competitor, is always driven extinct by less destruction than
species 2. Tilman et al. (1994, 1997) extended this work to N species with equal
mortality rates and found that species go extinct in order from best to worst com-
petitor when their abundances in the pristine (D = 0) habitat are: i) geometrically
decreasing from species 1 to /V, ii) equal, or iii) increasing from species 1 to N.

Will the best competitor always be the first to go extinct in communities where
species have equal mortality? No. It is possible to construct a community of three
or more species in which a species other than the best competitor goes extinct first.
In general, to determine when this will occur, I solve for the N-species equilibrium

as a function of D:

” C1€C3...C4~2 C2Cq ...Ci—-1
Piodd = oo o (1-D)—————
C2Cq...C—} C1€C3...C; (3)
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